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1. 论文试图解决什么问题？
   1. 在高维感官输入中获得环境的有效表征（而非人工提取特征），Agent可以直接从高维输入中学习成功的策略，弥合高维感官输入和动作之间的鸿沟，使Agent可以在Atari游戏中取得比人类玩家更高的性能；
   2. Agent的目标是以一种最大化累积未来回报的方式来选择动作，即使用一个深度卷积神经网络来近似最优的动作价值函数；
   3. 当使用非线性函数逼近器（如神经网络）来表示动作价值函数Q时，强化学习时不稳定的，甚至是发散的，原因是观察序列中存在的相关性，使得Q的小的更新变化可能会显著改变策略，从而改变数据分布、动作价值Q和目标价值。
2. 这是否是一个新的问题？
   1. 这不是一个新的问题，而是2013年那篇文章的改进。
3. 这篇文章要验证一个什么科学假设？
   1. 在这项工作中，我们证明一个架构可以成功地学习控制策略在一系列不同的环境中只有非常小的先验知识，只接收像素和游戏分数作为输入，并使用相同的算法，网络架构和超参数在每个游戏，只知道输入人类玩家。与之前的工作24,26相比，我们的方法结合了“端到端”强化学习，使用奖励不断塑造卷积网络中的表征，以促进价值估计。这一原理利用了神经生物学证据，即知觉学习过程中的奖赏信号可能会影响灵长类动物视觉皮层内的表征特征27,28。值得注意的是，强化学习与深度网络架构的成功集成严重依赖于我们合并的重放算法21-23，包括最近经历的转换的存储和表示。越来越多的证据表明，海马体可能支持身体机能在哺乳动物的大脑中实现这一过程，在离线期间最近经历的轨迹的时间压缩重新激活21,22（例如，清醒休息）提供了一种假定的机制，通过这种机制，可以通过与基底神经节的相互作用有效地更新价值功能22。在未来，探索将经验重放内容偏向显著事件的潜在用途将会很重要，这一现象是经验观察到的海马体重放的特征，并与强化学习中“优先扫扫”的概念有关。综上所述，我们的工作说明了利用最先进的机器学习技术和生物启发的机制来创建能够学习掌握各种具有挑战性的任务的代理。
4. 有哪些相关研究？如何归类？谁是这一课题在领域内值得关注的研究员？
5. 论文中提到的解决方案之关键是什么？
   1. 经验回放机制：对数据进行随机化，从而消除观察序列中的相关性，平滑数据分布的变化；
   2. 迭代更新：将动作价值Q调整为只定期更新的目标值，从而减少了Q与目标的相关性；
6. 论文中的实验是如何设计的？
   1. 使用深度卷积神经网络（CNN）参数化一个近似价值函数Q；
   2. 具体的模型结构：
7. 用于定量评估的数据集是什么？代码有没有开源？
   1. Code availability：
      1. The source code can be accessed at https://sites.google.com/a/deepmind.com/dqn for non-commercial uses only.
8. 论文中的实验及结果有没有很好地支持需要验证的科学假设？
9. 这篇论文到底有什么贡献？
10. 下一步呢？有什么工作可以继续深入？